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ARTICLE INFO ABSTRACT
Keywords: Existing Multivariate time-series anomaly detection methods aim to calculate the anomaly
Time-series modeling scores of observed sequences and learn a threshold to judge whether the input data is

Anomaly detection
Domain adaptation
Temporal covariate shirt

abnormal. However, they neglected the temporal covariate shift problem, which leads to the
learned thresholds cannot be generalized in the test set, resulting in suboptimal detection
performance in practical cases. We propose the Adaptive Multivariate Time-series Anomaly
Detection framework in this paper, namely DATECT, to address the above challenging problems.
Specifically, to enhance the robustness of anomaly measurement, DATECT adopts the dilated
convolution based AutoEncoder to integrate both prediction errors and reconstruction errors
into the output anomaly scores. Meanwhile, a novel Adaptive Window Normalization method
is put forth to reduce the diversity of the distribution of anomaly scores in the test set, hence
effectively improving the generalization capability of the detection model. Finally, to further
reduce the side-effect of domain-specific dynamic noise, DATECT utilizes Non-parametric Scan
Statistics to select the subsets of significantly abnormal signals and highlight the anomaly
segments. Experiments on five datasets show that our method can significantly alleviate the
performance drop caused by the temporal covariate shift problem, outperforms the baseline in
terms of detection performance and generalization, averagely improving the F1-score by 8.66%
and the F1*-score (upper bound) by 1.18%.

1. Introduction

The devices in the real world, including servers, spacecraft, and car engines, are outfitted with numerous sensors that can collect
multivariate time series of status signals. Automatic anomaly detection on time series can discover anomalies in time and raise
alarms to operators to prevent irretrievable loss. With the development of large-scale devices, the increasing number of sensors
brings more challenges to effective anomaly detection.

Multivariate time-series anomaly detection (MTAD) methods almost work in an unsupervised mode, because of the scarcity of
labeled anomalies, e.g. the distance-based methods (Chaovalitwongse et al., 2007), clustering-based methods (Kiss et al., 2014), and
classification-based methods (Liu et al., 2014; Ma & Perkins, 2003). More recently, some deep learning methods measured anomalies
based on the prediction errors and reconstruction errors of the model, which showed great advantages in processing high-dimensional
time series. In particular, Hundman et al. (2018) leveraged LSTM to detect spacecraft anomalies based on prediction errors. Li et al.
(2019) and Zhou et al. (2019) applied GAN to strengthen the prediction model’s robustness. Meanwhile, Chen et al. (2022) utilized
graph neural networks to model the relationship between various sensors and calculate the prediction errors. Park et al. (2018)
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Fig. 1. (a) Kernel density estimation(KDE) of the mean values on the training set and test set of the SMD dataset. (b)~(d) Cumulative distribution(CDF) of the
anomaly scores on the training set and test set of the SMD dataset. The anomaly scores of (b) are calculated as the prediction error obtained by MTAD-GAT (Zhao
et al., 2020). The anomaly scores of (c) are calculated as the reconstruction error obtained by USAD (Audibert et al., 2020). The anomaly scores of (d) are
calculated as the prediction error obtained by GDN (Deng & Hooi, 2021). The optimal threshold of the training set is achieved by POT (Su et al., 2019) method,

and the optimal threshold of the test set is achieved by grid search.

and Su et al. (2019) adopted random latent variables to measure anomalies through reconstruction errors. Zhao et al. (2020) further
combined both prediction errors and reconstruction errors to score anomalies. Xu et al. (2022) combined reconstruction error and
serial correlation to compute anomaly scores. Deng and Hooi (2021) obtained anomaly scores through the learned graph structure
and prediction error.

Most of the above methods need to learn a threshold to make the decision about anomalies, when the anomaly score
exceeds the threshold, an anomaly is indicated. However, dynamic time series from the real world often exhibit non-stationary
property (Quinonero-Candela et al., 2008), and the margin distribution of input data is usually changed over time, causing the
temporal covariate shift problem (Du et al., 2021). Even in the same dataset, the distribution of anomaly scores is usually totally
different across the training set and test set. Fig. 1 shows the diversity of distributions of the training set and test set in the
SMD dataset (Su et al., 2019). Readers can refer to Appendix for a more comprehensive analysis of all datasets in the following
experiments. Due to the temporal covariate shift, a large gap can be observed between the distributions on the training set and test
set, which means applying the learned thresholds on the training set may not obtain desired results. Table 1 extends the test on three
real-world time-series datasets by using state-of-the-art methods, demonstrating the performance drop of transferring thresholds. This
limits the detection models’ practical application.

To address the aforementioned challenges, we propose the DATECT framework, a novel Adaptive Multivariate Time-series Anomaly
Detection method. In particular, to enhance the robustness of the anomaly measurement, we adopt the Dilated Convolutional
AutoEncoder to integrate both prediction errors and reconstruction errors into the output anomaly scores. Meanwhile, DATECT
utilizes a novel Adaptive Window Normalization method to reduce the diversity of anomaly score distribution in the test set, so as
to enhance the detection model’s generalization capacity. To further highlight the anomaly segments and reduce the side-effect of
dynamic noise, we utilize the Non-parametric Scan Statistics to select significant anomaly signals. An overview of the paper’s main

contribution is provided as follows.
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Table 1

Detection performance of state-of-the-art methods (MTAD-GAT (Zhao et al., 2020), USAD (Audibert et al., 2020),
GDN (Deng & Hooi, 2021)) on three public datasets (SMD (Su et al., 2019), SWaT (Goh et al., 2016), WADI
(Ahmed et al., 2017)), F1* represents the results obtained by the optimal threshold of grid search on the test
set and F1 represents the result obtained by the optimal threshold on the training set.

Dataset Methods F1* F1 Decline
MTAD-GAT 86.22 78.41 7.81
SMD USAD 94.63 83.02 11.61
GDN 87.75 79.01 8.74
MTAD-GAT 84.24 62.18 22.06
SwaT USAD 84.60 38.83 45.76
GDN 93.89 77.09 16.79
MTAD-GAT 47.84 15.76 32.07
WADI USAD 42.96 15.90 27.07
GDN 85.52 64.61 20.91

+ To solve the problem that the training set threshold cannot be generalized to the test set due to the temporal covariate shift, we
propose the DATECT framework, a novel adaptive multivariate time-series anomaly detection method. DATECT utilizes a novel
Adaptive Window Normalization method to reduce the diversity of the distribution of anomaly scores in the test set, hence
effectively improving the generalization capability of the transferred detection model. Meanwhile, DATECT adopts the Dilated
Convolutional AutoEncoder to combine both prediction errors and reconstruction errors, so as to increase the robustness of
anomaly measurement.

We adopt the Non-parametric Scan Statistics method to further highlight the anomaly segments and reduce the side-effect of
dynamic noise by selecting the most important abnormal signals self-adaptively, which also brings better interpretability of
detection results.

The superior performance of DATECT is demonstrated through extensive experiments on five real-world datasets, which
significantly alleviate the performance drop caused by the temporal covariate shift problem, and achieve better detection
performance and generalization than baseline methods.

2. Related work
2.1. Time series modeling

The capacity to extract representative features from time series is crucial for MTAD. Recently, deep learning-based techniques
have shown to be quite useful for modeling high-dimensional time-series data. Specifically, the RNN versions like LSTM (Hochreiter
& Schmidhuber, 1997) and GRU (Cho et al., 2014) were able to learn long-term relationships in time series by tackling the vanishing
gradient issue. Nguyen et al. (2021) and Liu et al. (2022) modeled temporal data by building an LSTM AutoEncoder. Lin et al. (2020)
combined LSTM and variational AutoEncoder to strengthen the robustness of modeling. Besides the tremendous RNN-based models,
some recently proposed CNN-based methods (Deep et al., 2020) also showed excellent performance on short-term time series. Ren
et al. (2019) utilized spectral analysis and CNN to extract temporal features. Shen et al. (2020) used dilated recurrent convolutional
networks to model multi-scale temporal information. Specifically, Bai et al. (2018) applied the causal convolution to achieve larger
receptive fields of historical data. Xingjian et al. (2015) further suggested a hybrid model of RNN and CNN, which replaced the
dot product in LSTM with convolution operations in order to concurrently evaluate spatial and temporal information. Yin et al.
(2022) achieved enhanced temporal modeling by combining CNN and LSTM, which also used multi-level sliding windows to extract
features of different scales. Moreover, the attention mechanism was also widely used in time-series data modeling, e.g. Meng et al.
(2019) utilized the transformer architecture to capture long-term dependencies through the attention mechanism. Xu et al. (2022)
could model longer sequence relationships through transformer and sequence correlation. To enhance the effectiveness of identifying
causes, Zhao et al. (2020) applied the attention mechanism in the graph neural network. In addition, graphs are also used to model
the relationship between multivariate time series. Deng and Hooi (2021) modeled the correlation between sequences through graphs
and extracted features by graph convolution. Li and Jung (2021) used dynamic graphs to model the changing relationship of time
series. Chen et al. (2022) further combined transformer and graph convolution to simultaneously obtain temporal features and
associations.

2.2. Multivariate time-series anomaly detection

Existing MTAD techniques fall into three categories: forecasting-based, reconstruction-based, and dissimilarity-based methods.
Specifically, the forecasting-based methods, e.g. Chen et al. (2022), Deng and Hooi (2021), Ding et al. (2018, 2019) and Hundman
et al. (2018), which make a prediction based on historical data and measure the anomaly score as the prediction error. Another main
kind of method is reconstruction-based, it learns normal patterns by reconstructing the original input, and measures the anomaly
score by reconstruction error. The AutoEncoder framework is popularly used in this kind of technique, e.g. Audibert et al. (2020),
Hsieh et al. (2019), Park et al. (2018) and Su et al. (2019). Choi et al. (2020), Li et al. (2019), Tuli et al. (2022) and Zhou et al.
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Fig. 2. The overview of DATECT framework, which contains three main parts: (1) AE-Based Forecasting and Reconstructing to predict and reconstruct the value
at time ¢ and get the errors Error,. (2) Adaptive Window Normalization to normalize the error at time ¢ by the historical errors with window size w and get
the normalized errors Error,’. (3) Subset Scanning and Scoring to select the significant anomaly subset and obtain the anomaly score.

(2019) further integrates the GAN to discriminate the anomaly and normal data. The Dissimilarity-based methods, e.g. He and Zhao
(2019), Liu et al. (2019) and Shen et al. (2020) go another way to measure the distance between observed samples and normal
ones, where the commonly used distance metrics include Euclidean distance and cosine similarity.

2.3. Domain adaption

According to the notion of domains in the (Farahani et al., 2021), two domains may be different if one of the input space, output
space, or joint probability density function varies across domains. Domain adaptation(DA) is a subfield of machine learning that aims
to adapt the model trained on the source domain to the target domain well by adjusting the differences between domains. Commonly
used methods mainly include instance-based or feature-based methods to align distributions between domains, e.g. Gopalan et al.
(2011), Gretton et al. (2009), Jhuo et al. (2012) and Pan et al. (2010). In recent years, deep domain adaptation techniques have
been widely used, such as the discrepancy-based Deep Adaption Network (Long et al., 2015) learning cross-domain features. Deep
Transfer Network (Zhang et al., 2015) is proposed for matching marginal and conditional distributions simultaneously. Another
class of deep domain adaptation methods aligns inter-domain discrepancy via AutoEncoder to minimize reconstruction error and
learn cross-domain invariant features, e.g. Bottou (2012), Chen et al. (2012) and Vincent et al. (2010). The Adversarial-based domain
adaptation method minimizes cross-domain differences through adversarial learning, generates samples similar to the target domain
in the source domain data through the generator, and uses the discriminator to distinguish whether it is a real sample or a generated
sample in the target domain, so as to obtain domain-invariant feature, e.g. Ganin and Lempitsky (2015), Pei et al. (2018) and Tzeng
et al. (2015).

The problem we want to solve can be viewed as a generalized DA. Due to the existence of temporal covariate shift, the distribution
of training data and test data is different, resulting in suboptimal performance of the detection model. But compared to DA, our
problem setting and challenges are different. First, the test domain is visible in DA, but the test data in our problem setting is not
visible. Secondly, due to the existence of temporal covariate shift, training data and test data are collected in different time periods,
resulting in different data distributions. Finally, most DA methods are aimed at classification tasks in images. For time series data,
sequence continuity and sequence context are more important.

3. Research objectives

As we stated in Section 1, the main research objective of this paper is to address the detection performance drop due to
the temporal covariate shift problem. Existing MTAD methods calculate the anomaly scores of observed sequences and learn a
threshold to judge whether the input data is abnormal. However, they neglected the temporal covariate shift problem, which leads
to the learned thresholds cannot be generalized in the test set, resulting in suboptimal detection performance in practical cases.
As shown in Table 1, we tested three baseline methods(MTAD-GAT Zhao et al., 2020, USAD Audibert et al., 2020, GDN Deng &
Hooi, 2021) on three public datasets (SMD Su et al., 2019, SWaT Goh et al., 2016, WADI Ahmed et al., 2017), and the results show
that the temporal covariate shift problem affects the performance of the methods in practice use. To this end, a novel adaptive
window normalization method is proposed to reduce the diversity of the distribution of anomaly scores, which effectively improves
the generalization capability of the transferred detection model. Meanwhile, the Dilated Convolutional AutoEncoder is adopted to
combine both prediction errors and reconstruction errors, so as to increase the robustness of anomaly measurement. Additionally,
Non-parametric Scan Statistics is utilized to further highlight the anomaly segments and reduce the side-effect of dynamic noise,
which brings better interpretability and generalization.

The superior performance of DATECT is demonstrated through extensive experiments on five real-world datasets in Table 3. In
Section 5.3 we conducted ablation experiments for each component in the framework to verify the effectiveness of each independent
component, and at the same time verified the functions of each component through case study and theoretical analysis. In addition,
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we verify the sensitivity and generality of the framework through experiments with different hyperparameter settings in Section 5.4.
The results show that our method can significantly alleviate the performance drop caused by the temporal covariate shift problem,
and outperforms the baseline in terms of detection performance and generalization, averagely improving the F1-score by 8.66% and
the F1*-score (upper bound) by 1.18%.

4. Method
4.1. Problem definition

Detecting whether multi-dimensional time series data is abnormal at a certain time series segment is the goal of MTAD.
The input of this problem is defined as the sequence x = {x;,x,,...,xy}, where N is the maximum length of the time steps,
and each observation x, € R is a k-dimensional time series data at the time step ¢ (t < N). The output is the binary decision
y; € {0,1} of each time step 7 (t < N) to indicate whether there is an anomaly (1 for anomaly and O for normal). The detection
model’s objective is to determine y, given the observed historical data in the sliding window of length T, which is denoted as
X, = [X,_1> X_741>--- » ;1] € R*T . Following the typical unsupervised learning setting in practical use, no label information can
be used during training, as labeled anomalies are typically uncommon and difficult to spot.

4.2. Model overview

Fig. 2 shows the overview of our proposed Adaptive Multivariate Time-series Anomaly Detection framework, namely DATECT.
DATECT is composed of three main components. Firstly, the Dilated Convolutional AutoEncoder is designed to capture the deep
temporal features from multi-dimensional time series for generating the prediction error and reconstruction error in each time step.
Secondly, the Adaptive Window Normalization mechanism is adopted to normalize the error sequences, so as to reduce shifts in
anomaly score distributions due to temporal covariate shift. Finally, in the Subset Scanning and Scoring stage, the most important
subsets of error signals are selected to calculate the final anomaly score. The sections that follow will go into detail about each
component of DATECT.

4.3. Dilated convolutional AutoEncoder

Forecasting and reconstruction are frequently used ways to measure the anomaly of time series. The abnormal time series,
which tend to have different distribution compared with normal data, usually lead to larger forecasting errors (Ding et al., 2019) or
reconstruction errors (Su et al., 2019). To enhance the robustness of anomaly measurement, we propose the Dilated Convolutional
AutoEncoder framework to combine both of the forecasting and reconstruction errors as shown in Fig. 2. In particular, the encoder
consists of multi-layer stacked dilated convolution module (Bai et al., 2018) for capturing the deep temporal features. The encoded
feature vector is then fed into the forecasting head and reconstruction head in parallel, where we predict the expected values of
each time step and reconstruct the original sequence using historical data.

Dilated Convolutional Encoder Inspired by the convolution modules in Bai et al. (2018), the encoder in Fig. 2 consists of a stack
of dilated causal convolution modules with some residual connections to capture multi-scale temporal features. Formally, the input
of the model is X, = [x,_1,X,_741, --- » X;_1] € R®T at the time step ¢, which is the historical data within the sliding window of length
T. Based on the convolutional filters f; : {0,...,s—1} — R¥(j < D), where s is the filter size and D indicates the number of filters,
the dilated causal convolution module is defined as follows:
s—1
Fj(x,) = Z fj(i) * Xt dxi (1)
i=0
z, = ReLU(F(x,) + g(x,)) ®)

where Eq. (1) means applying the j,, dilated causal convolutional on x,;, and d is the dilation factor. To capture the long-term
dependency, d is increased exponentially from the bottom to the top of the stacked layers (i.e. d = 2/(0 < I < L), where L represents
the total number of network layers.). F(x,) indicates the concatenation of the collection of F;(x,)(j < D). In addition, the residual
block is integrated into the encoder as Eq. (2), where g is 1-D convolution operator for dimension mapping. z, indicates the temporal
feature at time 7. The feature vector of the historical sequence X, is defined as Z, = [z,_7, z,_g1» -+, 2] € RPXT.

Prediction And Reconstruction A multi-head structure is deployed to perform prediction and reconstruction by using the feature
vector Z, output by the encoder. In particular, for the prediction head, predictions of time step ¢ are generated by applying stacked
fully-connected layers, which is denoted as %,. The reconstruction head adopts multi-layer stacked inverse dilated convolutional
layers, and uses a sample-and-hold strategy to repeat the last-step feature of the input for T times. The dilate rates are decreased
exponentially to enable the reconstruction from coarse-grained to fine-grained as shown in Fig. 2. The output of the reconstruction

head is denoted as X, = [X,_z, X,_741» ..., X,_1] € R®T_ The loss function can be formulated as:
Loss e = ||x, = |5 3
1 &
Lossrecon =? Z ”xt—i - }r—i”2 (4)
i=1
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Lossyq) =(1 = @)L05S,0co, + aLOSS 5)

where Loss,,, is the forecasting loss, and Loss
of loss, and is set to 0.5 by default.

When applying the trained Dilated Convolutional AutoEncoder on the testing data, we can achieve both the forecasting error
and reconstruction error on each time step 7. Specifically, the forecasting error is defined as ¢, = |%, — x,|, and the reconstruction
error is r, = |Xx, — x,|. A larger error means the observed data is more likely to be abnormal, so the anomaly score at time ¢ can be
easily defined as:

econ 18 the reconstruction loss. « is a constant to adjust the balance of these two kinds

score; = ey + [|rlly ®)

When the score, exceeds the threshold learned from the training set, the corresponding data point is considered an anomaly.
4.4. Adaptive window normalization

According to our observation shown in Fig. 1, the diversity of anomaly score distribution between the training set and test set
usually makes it very hard to transfer the optimal threshold to the unseen test set. Table 1 further shows the significant performance
drop due to this temporal covariate shift problem.

Based on the above analysis, we propose a simple but powerful mechanism, namely Adaptive Window Normalization, to reduce the
temporal covariate shift problem. For each forecasting error ¢,, within the sliding window of length w, its historical error sequence
is described as:

E =& &pr1s -2 €11 € R @)

We apply the statistics of E, to normalize ¢, as follows:

£, — M(E,;)
.= W<k 8
1,i o(E,,) ( ) (8)
where u(E,;) and o(E,;) are the expectation and variance of E,; respectively, k is the dimension of the time series.
In a similar way, we can normalize the reconstruction error r, according to its historical sequence to achieve the normalized

result 7,. Finally, the reconstruction error and forecasting error are concatenated in a 2k-dimensional error vector:
e, =6 @®F 9

where @ indicates the concatenation operator.
The above normalization operation is deployed on the training set and test set to greatly reduce the diversity of anomaly score
distributions, which facilitates the adaptive threshold selection for anomaly detection.

4.5. Anomaly subset scanning and scoring

Most of the previous error-based methods directly sum up all errors as the anomaly score like Eq. (6). However, due to the
domain-specific dynamic noise of time series, this simple strategy may lead to a low SNR, and thus increase the false positive
rate. To highlight the effective composition and reduce the side-effect of noise, we adopt the Non-parametric Scan Statistics (NPSS)
method (Chen & Neill, 2014; McFowland et al., 2013; McFowland III et al., 2018) to achieve the anomaly score using the most
important anomaly signals subset.

The key principle of NPSS is to select the subset with the greatest variation from the background distribution. Due to the scarcity
of anomalies, we treat the errors on the training set as background set D,,;, = {¢;|i < M}, where ¢; is the i,, error vector sampled
from the training set and is calculated as Eq. (9). The training set has a size of M. Given the testing data point at time ¢ with the
error vector e,, the p-value of e, ;(j < 2k) is defined as:

Ze,eD,m,-,, ](ei,j z ef.j) +1
M+1

which indicates the proportion of the errors exceeding e, ; in the background set. Here I(.) is the indicator function. A Smaller

p-value indicates a more significant variation from the background distribution, and means more likely to be an anomaly. Given

any 2k-dimensional error ¢, of the test data at the time 7, the problem addressed here is to select out the subset of dimensions, which

have significant deviations. To measure the total deviation of a selected subset .S, the NPSS score is defined as follows according

to McFowland et al. (2013):

) (10)

Prj =

F(S) = max F,(S) =max ¢ (a, N,(S), N(S)) (11)

¢ps(a, Ny, N) =N*KL(%,0¢) 12)

where N(S) is the size of S, N,(S) is the number of p-values smaller than «, « is the significance level which indicates how
uncommon the p-value is. Eq. (12) is the BJ test statistic (Berk & Jones, 1979), where KL is the Kullback-Leibler divergence
KL(x,y) = xlog’—; +(1- x)logi_T’;.
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Based on the NPSS score, the complete procedure to select the anomaly subset is detailed in Algorithm 1. Because scanning all
possible combinations of the subset can lead to exponential time complexity, inspired by Cintas et al. (2020), we exploit LTSS (Neill,
2012) strategy by sorting the p-values to improve the efficiency.

Algorithm 1 NPSS over train error set and test error set

Input: D,,,,: Background error set. ¢,: Test error at time 7. a,,,,: Significance threshold.
Output: Anomaly subset S,.
1 forj =1 to 2k do
Ye;€Dypqin 1(€15>=C11)+1
2 L
3 end
4 ] ={pj|prj < OparJ Sk}
5 p; = Sort(p;)
6 forn =1 to 2k do
7 | Sy =P Py Py )

8 a, = max{S, }
9 F(S(,)) = ¢pya, n,n)
10 end

11 n* = argmax,(F(S,);
12 .5, = S5
13 return S;;

After achieving the anomaly subset .S, by Algorithm 1, the anomaly score of Eq. (6) is rewritten as follows to sum up the selected
errors:

Ze,‘,‘es, i
where the subset has a size of n*, ¢, ; is the error in the selected subset S,. For automatic threshold selection, we apply the Peak Over
Threshold(POT) (Su et al., 2019) on the training set to obtain the optimal threshold tA*. The idea of the POT method is to fit the data
extreme value distribution (tail distribution) through the generalized Pareto distribution (GPD). We calculate the anomaly scores
of the training set S,,.,;, = {S5].5,,.....S)}, and then set an initial threshold ¢ via empirical quantile. We use the GPD function as
follows:

13)

score, =

N7

F(5) = P(S,qin = th > 5 | Syyain > th)~ (1 + %) (14)

where y and f is the parameter of GPD. S,,,,;, —th indicates the extreme value of the anomaly score that exceeds the initial threshold
th. As in Siffer et al. (2017), we use Maximum Likelihood Estimation to estimate the value of 7 and f, and the optimal threshold
th* is calculated by:

3 -7
th*:th+§<<;1w—M> —1> (15)
th

where ¢ is an expected probability that S, ;, > th, M is the size of the training set, and M, is the size of anomaly scores in the
training set greater than the initial threshold. In the POT method, the empirical quantile and ¢ need to be adjusted empirically.
Finally, a data point with a score, exceeds the threshold th* will be considered an anomaly.

4.6. Offline training and online detection

Our proposed framework is divided into two phases, the offline training phase, and the online detection phase. In particular,
the offline training phase optimizes the Dilated Convolutional AutoEncoder through the prediction task and the reconstruction task
jointly, and trains the prediction head and the reconstruction head simultaneously. In the online detection phase, the trained model
is used to obtain the prediction errors and reconstruction errors. The anomaly score is obtained for anomaly detection through the
Adaptive Window Normalization module and the Anomaly Subset Scanning and Scoring module.

Offline Training Specifically, the training set is divided into sliding windows of length T as described in Section 4.1. The Dilated
Convolutional AutoEncoder, prediction head, and reconstruction head are optimized according to Eq. (5) until convergence. The
trained model is then applied to the training set to obtain the prediction errors and reconstruction errors, which are fed into the
Adaptive Window Normalization module and the Abnormal Subset Scanning and Scoring module to obtain the anomaly scores of
the training set. The optimal threshold ¢h* is also achieved by using the Peak Over Threshold (Su et al., 2019) method.

Online Detection The test data is divided into sliding windows of length T in the same way as the offline training phase. Following
the similar pipeline, we can achieve the anomaly score, which is used to compare with the threshold th* obtained in the offline
training phase. A higher score will be announced as a detected anomaly.
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Table 2

Statistics of benchmark datasets.

Dataset #Train #Test #Features Anomalies
MSL 58,317 73,729 51 10.5%
SMAP 135,183 427,617 25 12.8%
SMD 708,400 708,400 38 4.21%
SWaT 495,00 449,919 51 12.33%
WADI 784,570 172,801 123 5.77%

5. Experiments

5.1. Experimental settings

Datasets The statistics of five widely used multivariate time series datasets are summarized in Table 2.

» MSL and SMAP (Hundman et al., 2018) came from anomaly data from spacecraft sensors collected by NASA.

» SMD (Su et al., 2019) was collected from the server of the internet company. The detection results are the averaged values
from 28 sub-datasets.

» SWaT (Goh et al., 2016) was collected from Singapore’s Public Utility Board’s scaled-down water treatment test-bed.

» WADI (Ahmed et al., 2017) came from a reduced city water distribution system.

Baseline models. We compare our method with the following state-of-the-art methods:

OCSVM (Tax & Duin, 2004): OCSVM is based on the classic machine learning method SVM, and learns the decision boundary
between normal and abnormal data.

IsolationForest (Liu et al., 2008): IsolationForest calculates the anomaly score by building the isolation tree to divide
high-density regions and low-density regions.

LOF (Breunig et al., 2000): LOF is a density-based local outlier detection algorithm.

DAGMM (Zong et al., 2018): DAGMM applies a jointing deep AutoEncoder and Gaussian mixture model.

LSTM-VAE (Park et al., 2018): LSTM-VAE is an LSTM-based variational AutoEncoder that calculates the anomaly score as
reconstruction error.

MAD-GAN (Li et al., 2019): MAD-GAN applies a GAN-based model to compute the anomaly score.

OmniAnomaly (Su et al., 2019): OmniAnomaly applies GRU-based model to calculate the reconstruction likelihood as the
anomaly score.

MTAD-GAT (Zhao et al., 2020): MTAD is a GAT-based method to model the relationship between sensors.

USAD (Audibert et al., 2020): USAD combines AutoEncoder with an adversarial training phase.

GDN (Deng & Hooi, 2021): GDN applies the graph neural network to learn the relationship between sensors while detecting
anomalies.

AnomalyTrans (Xu et al., 2022): AnomalyTrans uses transformer to model time series and combines time series correlation
for anomaly detection.

Evaluation Metrics. The detection performance is evaluated using the Fl-score: F1 = %‘m. In practice, abnormal

observations typically happen repeatedly to create contiguous anomaly segments. Following the evaluation strategy in Su et al.
(2019), If any time step in the abnormal segment is detected correctly, the detection on the whole segment is treated as correct.

Implement Details. The model is trained up to 50 epochs on the server with 8 NVIDIA 1080Ti graphics cards. We set the Adam
optimizer’s learning rate to 1 x 1073, while the early stopping with patience 5 is applied. The length of the sliding window is set to
100. Correspondingly, in order to make the receptive field reach 100, we stack 7 layers of dilated convolution module with filter size
3. Hidden state dimension D is set to 64, and the balance parameter « in Eq. (5) is set to 0.5. The max-threshold «,,,, in Algorithm
1 is set to 0.99. For the automatic threshold selection method POT (Su et al., 2019) used in DATECT, the empirical quantile and
probability ¢ are set to 0.9 and 0.001 respectively.

5.2. Performance analysis

We compare DATECT with state-of-the-art methods as shown in Table 3 to illustrate the superior performance of our method,
where the precision, recall, F1, and F1* for all methods are reported. In particular, F1 represents the precision when the optimal
thresholds are obtained from the training set. F1* indicates the upper bound of the precision when using the optimal threshold on
the test set obtained by the grid search on the whole dataset.

In general, OCSVM (Tax & Duin, 2004), IsolationForest (Liu et al., 2008), LOF (Breunig et al., 2000) and DAGMM (Zong
et al., 2018), which are based on traditional machine learning methods, perform relatively poorly. Most of these methods are
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Table 3

Performance of our method and other baselines from 5 real-world temporal datasets. The Total column is the average of the results of all datasets. F1 represents
the result obtained by the optimal threshold on the training set and the F1* represents the result obtained by the optimal threshold of grid search on the test
set, reproduced results are marked as .

Methods SMAP MSL SMD

Prec Rec F1 F1* Prec Rec F1 F1* Prec Rec F1 F1*
OCSVM 53.85 59.07 56.34 - 59.78 86.87 70.82 - 44.34 76.72 56.19 -
IsolationForest 52.39 59.07 55.53 - 53.94 86.54 66.45 - 42.31 73.29 53.64 -
LOF 58.93 56.33 57.60 - 47.72 85.25 61.18 - 56.34 39.86 46.68 -
DAGMM 58.54 90.58 71.12 82.06 54.12 99.34 70.07 86.16 59.51 87.82 70.95 72.78
LSTM-VAE 85.51 63.66 72.98 75.73 52.57 95.46 67.80 73.88 79.22 70.75 74.75 79.28
MAD-GAN 80.56 67.60 73.51 81.31 59.23 96.80 73.49 87.47 72.05 87.13 78.88 81.03
OmniAnomaly 74.16 97.76 84.34 85.31 88.67 91.17 89.90 89.90 83.34 94.49 88.57 94.40
MTAD-GAT 91.47 91.23 91.35% 93.67 87.54 94.40 90.84+ 91.86 71.16 87.29 78.40% 86.22
USAD 70.12 98.31 81.86+ 86.34 85.19 97.86 91.09% 92.72 81.34 84.77 83.027 94.63
GDN 84.15 96.79 90.03+ 90.58 82.92 99.19 90.33+ 93.06 70.06 90.57 79.01% 87.75
AnomalyTrans 93.55 95.62 94.57% 96.69 90.77 83.39 86.921 93.59 72.08 83.63 76.15% 92.33
DATECT 93.87 99.48 96.59 96.95 92.68 96.93 94.76 95.05 88.68 95.68 92.05 95.33
Methods SWaT WADI Total

Prec Rec F1 F1* Prec Rec F1 F1* Prec Rec F1 F1*
OCSVM 45.39 49.22 47.23 - - - - - 50.84 67.97 57.64 -
IsolationForest 49.29 44.95 47.02 - - - - - 49.48 65.96 55.66 -
LOF 72.15 65.43 68.62 - - - - - 58.78 61.72 58.52 -
DAGMM 15.45 96.21 26.62F 79.71 7.65 99.99 14.217 20.94 39.05 94.79 50.59 68.33
LSTM-VAE - - - 80.51 - - - 37.99 72.43 76.62 - 69.48
MAD-GAN 22.53 90.99 36.12} 83.17 7.94 78.22 14.42% 31.62 48.46 84.15 55.28 72.92
OmniAnomaly 44.17 89.9 59.24% 83.28 9.55 99.99 17.43% 41.74 59.98 94.66 67.90 78.93
MTAD-GAT 49.88 82.54 62.18% 84.24 8.66 87.35 15.767 47.84 61.74 88.56 67.71 80.77
USAD 24.40 95.01 38.83+ 84.6 8.69 93.27 15.90% 42.96 53.95 93.84 62.14 80.25
GDN 63.94 97.05 77.09% 93.89% 76.28 56.03 64.6171 85.521 75.47 87.93 80.22 90.16
AnomalyTrans 82.88 98.08 89.847} 94.07 68.95 93.56 77.44% 86.93+ 81.67 90.86 84.98 92.72
DATECT 88.13 99.99 93.69 94.64 77.42 93.27 84.61 87.12 88.16 97.07 92.34 93.82

transferred from the univariate time-series modeling while neglecting the relationship between multiple variables in historical
observations. LSTM-VAE (Park et al., 2018) and OmniAnomaly (Su et al., 2019) use recurrent neural networks (RNN) to detect
anomalies by calculating reconstruction probability. Since the effect of reconstruction depends on the modeling of time series data,
the information-forgetting problem will occur in the RNN-based methods. The dilated convolution-based method (Bai et al., 2018)
outperforms the RNN-based methods on different temporal modeling tasks, while the receptive field of dilated convolution is the
entire sequence. MTAD-GAT (Zhao et al., 2020) and GDN (Deng & Hooi, 2021) utilize graph convolutional networks (Zhou et al.,
2020) to model the dependency of different signals and calculate the prediction error as anomaly score. All of these graph-based
methods depend on the correctness of the graph structure. While the system is lack prior knowledge about the correct dependency
of the signals, the network will be overfitting to the wrong signal relationship, thereby degrading the performance. MAD-GAN (Li
et al.,, 2019) and USAD (Audibert et al., 2020) are based on generative adversarial methods and calculate anomaly score based
on reconstruction error. AnomalyTrans (Xu et al., 2022) is based on the transformer and uses reconstruction error to calculate the
anomaly score.

Table 3 shows a significant performance gap between F1 and F1* in previous works, especially in some challenging datasets such
as SMD, SWaT, and WADI. This confirms the serious temporal covariate problem of existing methods. Our methods can achieve much
higher scores of both F1 and F1*. The slight performance drop between F1 and F1* of DATECT also shows its excellent adaptation
capability.

Furthermore, we performed a visual analysis of each dataset in Appendix and compared the visualization results of each dataset
with the experimental results in Table 3. It can be observed from Fig. 9 that the temporal covariate shift in SMAP (Hundman et al.,
2018) is not serious, and accordingly, the gap between F1 and F1* of most methods in Table 3 is small. For the other four datasets,
the temporal covariate shift is obvious in Figs. 10-13, which causes the significant gap between F1 and F1* of most baseline methods
in Table 3.

5.3. Ablation studies
To intuitively explain how our method works, we provide ablation studies and visualization results of four critical designs

in DATECT in the following sections: the Adaptive Window Normalization strategy, anomaly subset scanning (NPSS), Dilated
Convolutional AutoEncoder, and jointing optimization of prediction errors with reconstruction errors.
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Fig. 3. On the left are the anomaly score in the training set and test set without and with Adaptive Window Normalization (where the test set Anomaly Score
produced a mean shift), and on the right is the cumulative distribution of anomaly score without and with Adaptive Window Normalization on SMD dataset.

Table 4
Ablation study on benchmark datasets. W indicates the Adaptive Window Normalization. N indicates NPSS.
Module MSL SMAP SMD SWaT WADI Total
w N F1 F1* F1 F1* F1 F1* F1 F1* F1 F1* F1 F1*
89.69 90.48 81.88 84.67 50.04 86.07 80.70 83.17 16.82 46.80 63.83 78.24
v 88.43 88.71 81.20 85.81 53.58 88.30 82.15 83.23 71.43 71.48 75.36 83.51
4 91.97 94.06 92.04 97.23 90.97 95.72 91.01 93.84 80.72 90.07 89.34 94.18
v v 94.76  95.05 96.59  96.95 92.05  95.33 93.69  94.64 84.61 87.12 92.34  93.82

5.3.1. Effectiveness of adaptive window normalization

Fig. 3 shows the effectiveness of the Adaptive Window Normalization, which can significantly reduce the diversity of anomaly
score distribution between the training set and test set. In particular, for visualization purposes, we calculate the average of the errors
called anomaly score. The left top of Fig. 3 shows a mean drift of anomaly score distributions, which may lead to poor generalization
of the threshold. The right top of Fig. 3 further shows the diversity of the cumulative anomaly score distribution, which confirms the
temporal covariate shift. The bottom sub-figures show the results after using the Adaptive Window Normalization, which effectively
reduces the diversity of anomaly score distributions and enables the optimized thresholds achieved from the training set to be easily
transferred to the test set. Meanwhile, the normalization does not weaken the contrast between adjacent normal and abnormal
segments.

Table 4 further shows the performance of the DATECT model equipped with the Adaptive Window Normalization. While
removing the normalization module, a significant performance drop can be observed on DATECT, confirming this component’s
importance.

5.3.2. Effectiveness of NPSS

The ablation study in Table 4 shows that the model combining NPSS with the Adaptive Window Normalization can achieve
the best performance. Fig. 4 further illustrates the power of NPSS in selecting important anomaly subsets of signals. The original
reconstruction errors on each time step are illustrated on the left heatmap, which shows much dynamic noise. The p-values of the
selected signals from subset scanning are shown in the right heatmap, which highlights the most important anomalies and filters
out dynamic noise. The time series with smaller average p-values are shown on the rightmost sub-figure and the detected abnormal
segments are highlighted, which enables precise locating of anomalies in practical use.

Fig. 5 further explores the effectiveness of the NPSS and window normalization techniques on detecting different types of
anomalies. Here we follow the same criteria for classifying anomalies as (Lai et al., 2021). Overall, the anomaly scores of the
full DATECT model are more discriminative compared to the baseline models without NPSS and Adaptive Window Normalization.
DATECT is able to highlight the anomalies while suppressing the normal points in both contextual and pattern anomalies, thus
reducing the number of omissions and false positives. In contrast, the anomaly scores of the baselines are more noisy and jittery,
which may lead to the wrong decision of anomaly detection.
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Table 5
Performance of different backbone on five datasets. W indicates the Adaptive Window Normalization. N indicates NPSS.
Backbone Module MSL SMAP SMD SWaT WADI Total
w N F1 F1* F1 F1* F1 F1* F1 F1* F1 F1* F1 F1*
93.67 95.04 82,53 88.88 48.41 86.22 27.84 84.24 1577 47.84 53.64 80.44
GAT-based v 82.23 92.2 80.52 82.23 48.01 86.84 28.39 84.89 16.3 48.00 51.09 78.83
v 92,93 94.29 9227 97.84 90.05 95.62 92.14 9290 78,52 86.14 89.18 93.36
v v 94.89 96.26  96.61 97.33 8591 93.13 90.05 93.03 62.07 86.13 85.91 93.18
45.54 78.75 63.47 70.13 47.44 81.03 36.12 60.70 14.42 31.62 41.40 64.45
GAN-based v 45.86 76.23  62.62 66.54 50.92 77.79 87.12 89.99 14.01 27.88 5211 67.69
v 7297  79.28  86.01 91.86 79.60 9375 91.50 92.66 82.74 86.03 82.56 88.72
v v 66.83 80.39 86.32 88.33 74.54 87.57 91.13 92.12 60.67 81.90 75.90 86.06

73.49 87.21 73.32 79.60  46.64  87.75 27.11 81.30 14.87 44.05 47.09 75.98

v 74.86 80.59 79.80 87.64 50.63 83.61 27.23 82.91 34.02 67.49 53.31 80.45

v 69.07 92.86 92.86 97.92  93.23 9566  92.08 92.24 65.99 88.50 82.65 93.44
v v 94.70 94.13 98.18 98.40 9145 96.18 89.73 90.90 84.50 91.17 91.71 94.16

89.69 90.48 81.88 84.67 50.04 86.07 80.70 83.17 16.82 46.80 63.83 78.24
v 88.43 88.71 81.20 85.81 53.58 88.30 82.15 83.23 71.43 71.48 75.36 83.51

Transformer-based

DilatedConv-based(Ours)

v 91.97 94.06 92.04 97.23 90.97 95.72 91.01 93.84 80.72 90.07 89.34 94.18
4 v 94.76 95.05 96.59 96.95 92.05 95.33 93.69 94.64 84.61 87.12 92.34 93.82
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Fig. 6. Results under different optimization strategies.

5.3.3. Effectiveness of dilated convolutional AutoEncoder

To explore the effectiveness of Dilated Convolutional AutoEncoder, which serves as the feature extractor for time-series process-
ing, we replace the backbone network with the graph convolution-based network (Zhao et al., 2020), GAN-based network (Geiger
et al., 2020), and Transformer-based network (Zhou et al., 2021) respectively. As shown in Table 5, DATECT outperforms other
variation models in most cases. This benefits from the superior performance of Dilated Convolution AutoEncoder in the following two
aspects. Firstly, the multi-level dilated convolutional network is easier to capture multi-scale long-term dependency in time-series
compared with traditional convolutional network. Secondly, its network structure is much more lightweight than other complex
backbones, which increases the adaptation ability of the model and decreases the gap between F1 and F1*.

5.3.4. Effectiveness of multi-task optimization

As shown in Fig. 2, the multi-task optimization is applied in DATECT, which corresponds to the forecasting and reconstruction
heads in the Dilated Convolutional AutoEncoder. In this section, we perform an ablation study to verify the effectiveness of the
combination of these two tasks, and the results are shown in Fig. 6. The performance of the model with only forecasting head is
slightly better than the reconstruction-based model. However, they are both worse than the multi-task-based model. In fact, the
reconstruction-based model is better at capturing the overall distribution of time series, such as periodicity, while the forecasting-
based model is more susceptible to sudden data disturbances and changes. Their combination can fully utilize their benefits to
achieve better anomaly detection performance.

5.4. Parameter analysis

As a crucial AutoEncoder framework parameter, the historical time window T affects the performance of forecasting and
reconstruction on time series. A smaller historical time window will be more sensitive to short-term prediction and reconstruction,
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Fig. 7. Parameter analysis for (a) historical window size 7. (b) hidden dimension D. (c) kernel size s. (d) balance factor a. All experiments are performed on
the MSL dataset.

and yields quick detection of dynamic changes. On the contrary, a larger historical time window will pay more attention to periodic
and seasonal changes, and prefer long-term anomalies. Fig. 7(a) shows the results of DATECT under different window sizes. It can
be observed that the performance is not sensitive to the changing of T, which shows the stability of DATECT.

Fig. 7(b) shows the impact of the dimension D of hidden space, which is related to the size of the feature space. When D is
relatively smaller, the decoder will be more difficult to decode the hidden vector well, which contains relatively less information.
When we gradually increase D to the other extreme, the performance drops significantly. This is because an overlarge D may greatly
increase the complexity of the model and cause over-fitting on the training data. Fig. 7(b) shows that the optimized D is 64, which
is also proved effective on all datasets.

Receptive field size is influenced by the size of the convolution kernel. The performance of DATECT with different sizes of
convolution kernels is shown in Fig. 7(c). Performance only slightly improves with increasing convolution kernel size s. A larger
convolution kernel usually means higher computational complexity of the model, so in practice, we use the convolution kernels
with smaller size (3 by default) and stack multiple convolutional layers to achieve a large receptive field.

According to Eq. (5), the prediction loss and the reconstruction loss are balanced by the constant «. When it is set to 0 or 1, the
training task is dominated by prediction or reconstruction. Fig. 7(d) shows how the performance changes when adjusting a from
0.1 to 0.5. The performance of DATECT under different settings is not much different, indicating that DATECT is not sensitive to a.

We also analyze how the size of the normalization window w (Eq. (7)) affects the performance in Fig. 8. It can be observed
that when the window size is small, the detection performance is weak. This is because the short-term statistical characteristics are
highly variable, and the distribution of error values is not steady, resulting in the degradation of detection performance. When the
window size gradually increases, the performance is improved and tends to stabilize. The extreme case may be taking all historical
errors for standardization. However, it is impossible to adopt a too-large window size. In fact, this will cause long-term cold boot
problems and result in high delay. Meanwhile, because the anomalies are usually continuous and of different sizes, the optimal
window size in various data sets may be different. In practice, we generally choose a medium-sized window size (100 by default),
which is a trade-off between performance and cold boot.
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Fig. 8. Effect of different normalization window sizes on detection performance.

6. Conclusion

In this work, we propose the DATECT framework to address the temporal covariate shift problem in time-series anomaly
detection. DATECT is based on the dilated causal convolution network which uses an Adaptive Window Normalization method
to reduce the anomaly score distribution between the training set and the test set. It also utilizes the Non-parametric Scan Statistics
to select significant anomaly subsets to highlight the anomaly segments and reduce the side-effect of dynamic noise. The superior
performance of DATECT is demonstrated through extensive experiments on five real-world datasets. Strengthening the method’s
interpretability and confirming its practical effects in more complex scenarios will be the main goals of future work.

CRediT authorship contribution statement

Jianming Lv: Conceptualization, Methodology, Investigation, Formal analysis, Writing — original draft. Yaquan Wang: Concep-
tualization, Methodology, Investigation, Data curation, Writing — original draft. Shengjing Chen: Resources, Data curation, Writing
- review & editing.

Data availability
Data will be made available on request.
Acknowledgments

This work was supported by the Special Fund Project of Marine Economy Development in Guangdong Province([2021]35) and
the Science and Technology Program of Guangzhou,China (2023B03J1388).

Appendix. Multivariate time series dataset temporal covariate shift

To illustrate more detail about the temporal covariate shift problem in multivariate time series, we performed a visual analysis of
five real-world datasets in Figs. 10-13. The introduction of the datasets can be found in Section 5.1. We use the MTAD-GAT (Zhao
et al., 2020), USAD (Audibert et al., 2020), GDN (Deng & Hooi, 2021) to calculate the anomaly scores. The anomaly scores of
MTAD-GAT are calculated based on the prediction error, while that of USAD and GDN are based on the reconstruction error and
prediction error respectively. For ease of visualization, we average the multivariate data at each time step to obtain the mean values.
The subfigure (a) of each dataset is the Kernel Density Estimation(KDE) of the time series. In particular, Fig. 9(a) shows that the
distribution of training data and test data in the SMAP (Hundman et al., 2018) dataset is basically similar, while in the other four
datasets (Figs. 10-13) distinct temporal covariate shift can be observed. Meanwhile, subgraph (b)~(d) of each dataset show the
cumulative distribution function (CDF) of the anomaly scores for MTAD-GAT, USAD, and GDN, respectively. It can be observed that
the different degree of the anomaly scores between training data and test data is related to the degree of the temporal covariate
shift. Higher covariate shift may lead to a larger diversity of the distribution of anomaly scores.
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